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Abstract. A ‘ballistic-search’ algorithm is presented which allows the identification of clusters

(or funnels) of ground states in Ising spin glasses even for moderate system sizes. The clusters

are defined to be sets of states, which are connected in state-space by chains of zero-energy flips
of spins. The technigque can also be used to estimate the sizes of such clusters. The performance
of the method is tested with respect to different system sizes and choices of parameters. As an

application the ground-state funnel structure of two-dimensianaspin glasses of systems up to

size L = 20 is analysed by calculating a huge number of ground states per realizatibn= A

entropy per spin ofp = 0.0785)kp is obtained.

1. Introduction

The calculation of the energetic minima of spin glass systems (for reviews on spin glassess
see [1]) remains the paradigm for difficult optimization problems in physics. Usually, only
one of the states exhibiting the lowest energy is calculated, even if a system is characterized
by many minima having all the same lowest energy. In [2] an algorithm is presented, which
allows one to analyse large numbers of ground states and enables one to identify all ground-
state funnels of Ising spin glass systems efficiently. Moreover, it is possible to analyse all
funnels without having all ground states available. In this paper the algorithm is presented in
detail. Since the algorithm has a random nature, one has to show that the method is in fact
reliable. This will be the main part of this paper.

The algorithm is applicable to Edwards—Anderson (BA) spin glasses. They consist
of N spinso; = £1, described by the Hamiltonian

E—ZJUO','O'j. (1)
(i,J)

The sumyi, j) runs over all pairs of neighbours. The spins are placedadienensional lattice
of linear sizeL with periodic boundary conditions in all directions. Systems with quenched
disorder of the interactions (bonds) are considered. Their possible valugs aret1 with
equal probability. To reduce the fluctuations, a constraint is imposed, sm%tjij =0.
Since the Hamiltonian exhibits no external field, reversing all spinsadrdiguration(also
calledstate z = {o;} results in a state with the same energy, calleditkerseof z. In the
following, a spin configuration and its inverse are regarded as one single state.

The study of ground-state landscapes helps us to understand the nature of random
systems [3]. But the calculation of the minima 8f turns out to be a hard computational
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problem: it is only for the special case of two-dimensional systems with periodic boundary
conditions in no more than one direction and without external field that a polynomial-time
algorithm is known for obtaining exact ground states [4]. For more than two dimensions or
in the presence of a magnetic field the problem belongs to the class of the NP-hard tasks [5],
i.e. only algorithms with exponentially increasing running time are available. The simplest
method works by enumerating alf Dossible states and has obviously an exponential running
time. Even a system size of # too large. The basic idea of the so-callench-and-bound
algorithm [6] is to exclude those parts of state space where no low-lying states can be found,
so that the complete low-energy landscape of systems of $izarbe calculated [7].

A more sophisticated method calledhnch-and-cuf8, 9] works by rewriting the quadratic
energy function: then a minimum of a linear function is to be found, but an additional set of
inequalities must hold for all feasible solutions. Since not all inequalities are kaqwiori,
the method iteratively solves the linear problem, looks for inequalities which are violated,
and adds them to the set until the solution is found. Since the number of inequalities grows
exponentially with the system size, the same holds for the computation time of the algorithm.
Anyway, with branch-and-cut small systems up a8 feasible.

The method utilized here is able to calculate true ground states [10] up to sizes 14
For two-dimensional systems, sizes up t& 5@n be treated. Additionally, in contrast to
the methods mentioned earlier, the algorithm used here is able to calculate many statistically
independent ground states for each realization of the randomness. The method is based on a
special genetic algorithm [11,12] and on the cluster-exact approximation (CEA) method [13].
This technique is explained briefly in the next section.

But it is not only the computer time needed for the calculation of one ground state which
may increase exponentially with the system size. Forthiespin glass the number of ground
statesD, called theground-state degeneracgrows exponentially withv as well. This is
due to the fact that there are alwdyse spins, i.e. spins which can be turned over without
changing the energy of the system. A state withdependent free spins allows fof 8ifferent
configurations all having the same energy. The quantity suitable to describe this behaviour is
the ground-state entropy

So = kg(In D) 2

where(- - -} denotes the average over different realizations of the bonds. Since the number of
free spins is extensive, the entropy per spies Sp/N is non-zero for thetJ spin glass.

Asthe ground-state degeneracy increases exponentially, it seems to be impossible to obtain
all ground states for systems unless they are not very small. To overcome this problem in this
work all clusters(also calledunneld of ground states are calculated. A cluster is defined in
the following way: two ground-state configurations are catiehboursf they differ only by
the orientation of one free spin. All ground states which are accessible through this neighbour
relation are defined to be in the same cluster.

The method presented here, callegllistic search(BS), is able to obtain all ground-
state funnels without knowing all ground states. Additionally one can estimate the size of
the funnels. Consequently, it is possible to calculate directly the ground-state entropy per
spin even for systems exhibiting a hu@ile= 0 degeneracy. Furthermore, the number of
funnels and their size distribution as a function of system size are of interest on their own:
for the infinite-ranged Sherrington—Kirkpatrik (SK) Ising spin glass a complex configuration-
space structure was found using the replica-symmetry-breaking mean-field (MF) scheme by
Parisi [14]. If the MF approximation is valid for finite-dimensional spin glasses as well, then
the number of ground-state funnels must diverge with increasing system size. On the other
hand, the droplet-scaling picture predicts that, basically, one ground-state funnel dominates
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the spin-glass behaviour [15—-19]. To address this issue a cluster analysis was performed for
small three-dimensional systems of one dize- 4 [7]. In [20] two-dimensional spin glasses

of sizes up to 5< 5 were investigated. As a first application of BS, an analysis of the size
dependence of the number of clustersdee 3 (up to 8x 8 x 8) is presented in [2], revealing

an exponential increase as a function of the number of spins.

The paper is organized as follows. First the procedures used in this work are presented in
detail. Then the behaviour of the algorithms is tested with respect to different system sizes and
parameters. Itis shown that BS works reliably. In setti@\ariant of BS is presented, which
allows us to estimate the size of clusters, if only a small number of ground states are available
per funnel. Next, as an application, the algorithm is utilized to investigate the ground-state
cluster structure of two-dimensionalJ spin glasses. In particular, the dependence of the
number of clusters and the number of ground state®vaare evaluated. The last section
summarizes the results.

2. Algorithms

In this section all necessary algorithms for studying the ground-state clusters are presented.
For the calculation of the ground states the CEA method is used, which is explained briefly.
If all ground states of a system are available a straightforward method to identify all clusters
can be used. But if the system size gets larger, the degeneracy grows extremely; thus it is
impossible to obtain all ground states of a realization. In the main part the BS method is
presented, which allows us to determine the cluster structure, even if only a tiny subset of all
ground states is available. Additionally, the BS algorithm is much faster for the case where all
ground states have been calculated.

The basic method used here for the calculation of spin-glass ground states is the CEA
algorithm [13], which is a discrete optimization method designed especially for spin glasses.
In combination with a genetic algorithm [11, 12] this method is able to calculate true ground
states [10] in three-dimensions for systems of sizes up+614 on standard workstations. A
detailed description of the method can be found in [10]. Here the basic ideas of genetic CEA
are summarized.

The concept ofrustration [21] is important for its understanding. A system is called
frustrated, if it is not possible to find a configuration, where all bonds contribute with negative
valuesto the energy. One saysitis not possibéatsfyall bonds. The CEA method constructs
iteratively and randomly a nonfrustrated subset of spins within the system. Spins adjacent to
many unsatisfied bonds are more likely to be added to the subset. During this construction
a local gauge transformation of the spin variables is applied so that all interactions between
subset spins become ferromagnetic [13]. The spins not belonging to the subset act like local
magnetic fields on the subset spins. Therefore, the ground state of the subset is not trivial.
Since the subset gives raise only to ferromagnetic interactions, an energetic minimum state
for its spins can be calculated in polynomial time by using graph theoretical methods [22—-24]:
an equivalent network is constructed [25], the maximum flow is calculated [26, 27] and the
spins of the subset are adjusted to their orientations leading to a minimum in energy regarding
the subset. Therefore, the energy is decreased for the total system or remains the same. By
iterating this process a few times the total energy of a system is decreased quite efficiently, but
obtaining ground states turned out to be very hard.

To increase the efficiency of CEA it is combined with a genetic algorithm [12]. Genetic
algorithms are biologically motivated. An optimal solution is found by treating many instances
of an optimization problem in parallel, keeping only better instances and replacing bad ones
by new ones (survival of the fittest). With an appropriate choice of few simulation parameters,
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usually more than 90% of all genetic CEA runs end up with a true ground state. Configurations
with a higher energy are not included in further calculations.

Using this method one does not encounter ergodicity problems or critical slowing down as
in algorithms which are based on Monte Carlo methods. Moreover, it is possible to calculate
many statistically independent configurations (replicas). Genetic CEA was already utilized
to examine the ground-state landscape of two-dimensional [28] and three-dimensional [29]
+J spin glasses by calculating a small number of ground states per realization. Furthermore
the existence of a spin-glass phase for nonzero temperature was confirmed for the three-
dimensional spin glass [10]. Finally, the method was applied tatiigandom-bond model
to investigate its" = 0 transition from ferromagnetism to spin-glass behaviour [30], which
takes place by increasing the fraction of antiferromagnetic bonds starting from a ferromagnet.

Once many ground states are calculated the straightforward method to obtain the structure
of the clusters works as follows: the construction starts with one arbitrarily chosen ground
state. All other states, which differ from this state by one free spin, are said to be its neighbours.
They are added to the cluster. These neighbours are treated recursively in the same way: all
their neighbours which are yet not included in the cluster are added. After the construction of
one cluster is complete, the construction of the next one starts with a ground state, which has
not been visited so far.

The running-time of the construction of the clusters is only a linear function of the
degeneracy (O(D)), similar to the Hoshen—Kopelman technique [31], because each ground
state is visited only once. Unfortunately, the detection of all neighbours, which has to be
performed at the beginning, is of(D?), because all pairs of states have to be compared.
Since forL = 5 systems it is possible that they exhibit more thaf dfund states, this
algorithm is not suitable for larger sizes than= 5.

So far we have seen how ground states can be calculated with the genetic CEA method
and how the cluster structure can be established with a simple but slow algorithm if all ground
states are available. Now, the BS method is presented. The main idea is to analyse the cluster
structure with having only a small subset of all ground states available, thus much larger
systems can be treated.

The basic tool is @est which tells whether two ground states are in the same cluster or
not. Assume that it is known that some ground states belong to the same cluster. Now we know
that another statebelongs to the cluster as well, if the test tells us thiatin the same cluster
asany of the states already treated. The main feature of the test is that it can be performed
for states which are not direct neighbours in phase space. This is the reason why only a small
subset of all ground states is needed.

The test works as follows. Given two independent repl{eeg and{o-f’} let A be the set
of spins, which are different in both states: = {i|o* # a,.ﬁ}. Now BS tries to build a path
in configuration space of successive flips of free spins, which leads {#@into {oiﬁ}. The
path consists of states which differ only by flips of free spins fitar(see figure 1). For the
simplest version iteratively a free spin is selected randomly fagrilipped and removed from
A. Therefore, a straight path in built in phase space. This is the reason why the search for a
path is calledballistic. This test does not guarantee finding a path between two ground states
which belong to the same cluster. It may depend on the order of selection of the spins whether
a path is found or not, because not all free spins are independent of each other. Thus, a path is
found with a certain probability ;, which depends on the size af. Later on, the behaviour
of ps is analysed. It will be shown that it can be easily ensured thas large enough such
that all clusters are identified correctly.

The algorithm for the identification of clusters using BS works as follows: the basic idea
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Figure 1. Ballistic search: a path in configuration-space of free spins is constructed
between two ground states (dark nodes) belonging to the same cluster. Depending on
the order the spins are flipped the path may be found or not. Nodes represent ground
states, edges represent flips of free spins. Please note that this figure is only schematic,
the configuration space hasdimensions.

is to let a ground state represent that part of a funnel which can be reached using BS with a
high probability by starting at this ground state. If a cluster is large it has to be represented by
a collection of states, so that the whole cluster is ‘covered’. For example, a typical cluster of
a L = 8 spin glass consisting of 10ground states is usually represented by only some few
ground states (e.g. two or three). A detailed analysis of how many representing ground states
are needed as a function of cluster and system size can be found in the next section. At each
time the algorithm stores a setmfclustersA = {A(r)|r = 1, ..., m} each consisting of a set

A(r) = {¢""} of representing configuration§ = {0/} (I = 1, ..., |A(r)]). At the beginning

the cluster set is empty. Iteratively all available ground states- {¢/} (j = 1,..., D)

are treated: The BS algorithm tries to find paths frehor its inverse to all representing
configurations inA. Let F be the set of cluster numbers, where a path is found. Now three
cases are possible (see figure 2):

e No path is found:F = @.
A new cluster is created, which is represented by the actual configuration treated:
A(m + 1) = {z/}. The clusteris added td: A = A U {A(m + 1)}.

e One or more paths are found to exactly one clustér= {f1}. Thus, the ground state
7/ belongs to one cluster. Consequently, nothing special happens, thersetains
unchanged.

o 7/ is found to be in more than one clustét:= {f1, ..., fi}. Since a path is found from
7/ to several states, they all belong in fact to the same cluster. Thus, all these clusters
are merged into one single cluster, which is now represented by the Arabthe states,
which have represented before all clusters affected by the merge:

k k
A=Ay  a={arua | Jlaum
j=1 j=1

This procedure is conducted for all available states. Please note that the merging
mechanism ensures automatically that larger clusters are represented by more states than
smaller clusters. Later we will see that the number of states necessary to ‘cover’ a cluster
grows only slowly with the cluster size. Thus, systems exhibiting a large degeneracy can be
treated.

The whole loop is performed two times. The reason is that a state which links two parts
of a large cluster (case 3) may appear in the sequence of ground states before states appear
belonging to the second part of the cluster. Consequently, this linking state is treated as being
part of just one single smaller cluster and both subclusters are not recognized as one larger
cluster (see figure 4). During the second iteration the ‘linking’ state is compared with all
other representing states found in the first iteration, i.e. the large cluster is identified correctly.
With one iteration, the problem appears only if few ground states per cluster are available.
Nevertheless, two iterations are always performed, so the difficulty does not occur.
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before iteration j:
o RpRpRp

BS-test: to how many valleys does the state belong ?
a) no valley

IR
b) one valley Q Q Q

c) several valleys Q %

Figure 2. Algorithm for the identification of all clusters: several ground states (circles) ‘cover’
parts of clusters (filled areas). During the processing of all states a set of clusters is kept. When
statez/ is treated, itis tested using BS to how many of the already existing clusters the state belongs.
Three cases can occug) the ground state is found to belong to no cluste¥it(is found in exactly

one cluster anddj it is found in several clusters. In the first case a new cluster is found, in the
second one nothing changes and in the third case several smaller clusters are identified as subsets
of the same larger cluster.

Now a small example of how the algorithm works is given. Assume that we have six
ground states?, ..., z5. Initially we have an empty set of clusters. The development of the
set of clusters is shown in figure 3. The statesurely belongs to a cluster, thus in a first step
a cluster withz* as representative is created. Now assume that the BS test faifsdodz?.

Thus, a second cluster is created. Fba path is found in phase spacezfg but not toz?.
Therefore, the cluster structure does not change in this step. Groungstatepresented by

an open circle in the figure. This means that it is not stored in the cluster data structure. In the
next step, a path is found frogt to z! and toz?. Consequently, all states encountered so far
belong to the same cluster. Both clusters are merged and now representeaniol:?. For

z° a path toz? but not toz? is found. Nevertheless, this means thabelongs to the cluster

as well. Finally, forz® no path is found to either* or z2. Thereforez® belongs to another
cluster, which is created in the last step.

The BS-identification algorithm has the following advantages: since each ground-state
configuration represents many ground states, the method does not need to compare all pairs
of states. Each state is compared only with the representing configurations. For the system
sizes usually encountered, this value is only slightly larger than the number of funnels itself.
Thus, the computer time needed for the calculation grows only a little fasteral@n ),
wheren ¢ is the number of clusters. Consequently, large sets of ground states, which appear
already for small system sizes, can be treated. Furthermore, the ground-state funnel structure
of even larger systems can be analysed, since it is sufficient that there are only a small number
of ground states per cluster available. One has to ensure that really all clusters are found,
which is simply done by calculating enough states. A study of how many states are needed
for different sized. is presented in the next section.
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2 BS(Z, 22)=no

PP
PP

3 BS(z3, z1)=no
BS(z3, z2)=yes
4 BS(z4, z1)=yes
BS(z4, z2)=yes
5 BS(z°, zY)=no
BS(Z5, 22)=yes
6 BS(z8, z)=no
BS(z8, z2)=no

Figure 3. Example run of the BS cluster-identification algorithm. Six ground states are processed.
For details, see the text.

3. Numerical tests

Since the BS cluster algorithm does not guarantee finding all clusters, numerical tests on
two- and three-dimensional systems were performed. Here, the tests for three dimensions
are presented, because for this type of system results are already available [2]. For two
dimensions the algorithm behaves similarly. Results concerning the number of ground states
and the number of funnels far= 2 are presented later.

For system sized = 3,4,5,6 and 8, large numbers of independent ground states
were calculated using genetic CEA. Usually 1000 different realizations of the disorder were
considered. Table 1 shows the number of realizatignand the number of independent runs
r per realization for different system sizes For small systems sizes (and for 100 realizations
of L = 5) many runs plus an additional local search were performed to calculate all existing
ground states. For the larger sizes= 5, 6, 8 the number of ground states is too large, soitis
only possible to try to calculate at least one ground state per cluster. We will see later that for
most of the realizations it is highly probable that all existing clusters were found using genetic
CEA.

But first we concentrate on another issue: the ground states were grouped into clusters
using the BS algorithm. To interpret the following results correctly, one should keep in mind
that for detecting one ground state being part of a cluster it is sufficient to find just one path
to any of the other states of the cluster. The question under consideration now is, how large is
the probability that, for ground states belonging to the same cluster, the BS test finds a path?

To investigate this question the following test was performed. Many thousand times pairs
of ground states were selected, which belong to the same cluster. The probability for selecting
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A28
24 22 z3

o

717372

using two iterations:

7172273 172273

e 9

Figure 4. Example showing that the order in which the states are treated may affect the result.
Consider three states, z2, z, all belonging to the same cluster. Assume that BS finds a path
between(z1, z%) and (z2, z%), but not betweer(z1, z%). In the first case two clusters are found
(false), in the second case one cluster (correct). To always obtain the correct result, two iterations
are needed.

Table 1. Three-dimensionatJ spin glasses. For each system dizenumberm of realizations,
numberr of independent runs per realization.

L np r

3 1000 1000
4 1000 16

5 100 16

5 1000 3000
6 1000 5000
8 192  2x 10*

a pair was proportional to the size of the cluster. (How to estimate the size of a cluster, if not
all ground states are available, is shown in the next section.) This guarantees that each ground
state contributes to the result with its proper thermodynamical weight. The outcome of this test
depends on the assumption that the construction of the clusters has been performed correctly.
Later we will see that this has indeed been the case with a very high probability. betthe
probability that BS finds a direct path in configuration space connecting two given states. The
result is expected to depend on the number of spins, which are different in both states, i.e. on
the lengthpam, of the path. The result is shown in figure 5 for system sizes 3, 4,5, 6, 8.

The probability decreases with increasing length of the path. Thus, finding a successful path
becomes more difficult, which is to be expected, since the number of possible paths increases
exponentially with/ya. On the other hand, by increasing the system size, it is more likely

to find a connecting path. This is caused by the fact that the number of isolated free spins
increases, which in fact can be flipped in any order. To investigate the dependehdéen
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o L=3
04+ oL=4 b
S
A L=6
0.2 <11L=8 1
I I I I
0 10 20 30 40 50 60

path

Figure 5. Probability p s that BS finds a path of free flipping spins between two ground states
belonging to the same funnel of three-dimensiahdl spin glassesp ;s is shown as a function of
the numbeipain of spins, which are different in the two states for lattice sizes 3, 4,5, 6, 8.

Py

0.2 r b

| *
path

Figure 6. Finite-size scaling plot ofps(L, lpat) (see figure 5). A scaling behaviour of
pr(L,lpat) = ﬁ(L**lpath) is assumed. Using = 1.7 the data points fol. = 4,5, 6, 8 fall
onto one curve near the origigah = 0.

following finite-size behaviour is assumedijeing a scaling exponent):

Pr (lpathy L)= laf(L_)hlpath)- 3

By plotting p s (lpan L) againstL*ipam With correct parametek the datapoints for
different system sizes negfm = 0 should collapse onto a single curve. The best results
were obtained fok. = 1.7. In figure 6 the resulting scaling plot is shown. Now assume that
two ground states differ by a certain fraction of spins. Thus, the absolute number of spins
being different increases with®. Since the length of a path for a fixed valuepgfincreases
only with L7, it becomes indeed more and more difficult to find a path with increasing system
sizeL.

So far the behaviour of the BS has been investigated. But what does it mean for the
cluster-identification algorithm? We are interested in the question of whether all clusters are
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Figure 7. By increasing the number of available states per cluster, the probability increases that
they are identified as members of the same cluster. Circles denote states, the thickness of the line
represents the probability that a path is found by the BS.

identified correctly. This can be formulated as a generalized percolation problem.

e Consider
—AsetB ={z%, ..., zX} of objects
— A distance functiori(z¢, z%)
— A probability ppong(d), that a bond is created between two elements fl®dnThe
probability depends on the distané®etween the elements and decreases monotonically
with d.

e The quantity of interest is the probabilipy; thatall objects belong to the same cluster,
i.e. the probability that there is only one cluster.

One can identifyB with a set of ground states belonging all to the same clustet, z°)
with Ipath @and ppond(d) with the probabilityp , that a path is found. Then the quanty is
the probability that all ground states are identified correctly by the BS clustering algorithm
as being members of the same cluster. Since the average distance between different states
decreases for a given cluster by increasing the nurkbefrstates p; should increase witlx .

The reason is that more bonds are likely to be created (see figure 7). It should be possible to
determinep,(K) for different functionsi(z¢, z*) and ppond(d), at least numerically. But here

a different approach is selected. Since all ground states and funnels are availékilecan

be evaluated directly. For each realization, each latticelsiand each numbek € [2, 20],

a set ofK different ground states was selected 50 times randomly from one cluster. Again
each ground-state funnel was chosen with a weight proportional to its size. The BS clustering
method was applied and it was verified whether just one cluster was found. The result is shown
if figure 8. As the system size increases, larger clusters occur, which are harder to identify. But
it can be seen that even two ground states are sufficient most of the time to identify a cluster
correctly. To be almost sure, a valuegf > 0.999 is expected to be sufficient, which means
thatK = 10 is enough fol. = 3 and, as found by further analysis,= 40 for L = 8.

In fact, for the largest ground-state funnels found in this work there are usually many more
ground states available than needed for identifying a cluster correctly with a probability of
99.9%. Consequently, our results for the probabjityandp; are very reliable. Furthermore,
whenever the number of ground states is too small, it is always possible to generate additional
states by performing = 0 Monte Carlo simulations, i.e. selecting spins randomly and flipping
them if they are free. Consequently, we can be sure that the funnels, which were used for the
preceding analysis, were obtained correctly.

Another question is, whether for a given realization there are some ground-state funnels,
forwhich no ground states are found using just a restricted number of runs of genetic CEA. This
problem does not occur for the smallest sizes, because it is possible to calculate all states of
lowest energy using that method. But evenfog 6 there are realizations already exhibiting
more than 10 ground states, making it impossible to obtain all of them directly. The genetic
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Figure 8. Probability p; that a sample oK ground states belonging to the same cluster is indeed
identified by the BS clustering algorithm as one single cluster as a functiéh fof different
system sized. (d = 3).

CEA method calculates a ground state with a probabylitywhich increases on average with
the size|C| of the cluster it belongs to [32]. Thus, ground states belonging to small funnels
have a small probability of being found using a finite number of runs. This probability
is not extremely small, sincgc increases slower than the size of a clus@r[32], i.e. for

|Cal < |Co

Pcy > pPc, (4)
ICal  |C2l

but it is still small enough that some funnels may have been missed. ginicereases with

|C|, the probability that a cluster isot found at all takes the largest values for the smallest

clusters, i.e. for a cluster of size 1. This probability is denoted here mjithConsequently,

P4 is an upper limit for the probability that a certain cluster is missed. {¥ous estimated.
Consider alist ok ground states?, ..., zX (z/ = {¢/}), in the order they were obtained

in the calculation using genetic CEA. Thus, on average, states from larger funnels appear

earlier in the list than states from smaller funnels. A state which is calculated several times is

stored in the listjust once. For each state the number of thim#$ias occurred is recorded, let

h= Z,. hj. For small systems, where the number of existing ground states is small compared

with the number of runs, usually; > 1. Now we look at the smallest clust€,, which

was found using the procedure. The relative frequency, that a ground stat€ feis found,

is approximatelypmin = Zjecmm hj/h. It follows from (4) thatp:s > pmin/|Cmin|. Thus, we

have for the probabilityp; that a cluster of size 1 is not found duringlifferent runs

h
ﬁl=<1—p1>h<(1— ”“"“). (5)
|Cmin|

Consequently, it is possible to estimate for each single configuration the likelihood that
a small cluster may have been missed. For the smaller sizes, where it was claimed that all
ground states were found using a large number of runs, typical values10~1° were found.
A small cluster was missed wifhy, > 0.01 only for three realizations df = 3 and never for
L = 4,5. Thus, it is highly probable that all ground states were found for the smaller sizes
L=34,5.
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For larger sizes, the number of states obtained per cluster is small compared with the size
of the cluster. The estimate (5) gives always a large value. Consequently, another method
of estimating the quality of the results has to be applied: the progression of the BS cluster
algorithm is observed during the processing of the ground stites. , zX. Each state which
causes a new cluster to be created or some clusters to be merged is calezharSince
there is only a finite number¢ of clusters and each cluster is represented by a finite number
of configurations there is only a finite number of events. For the systems sizes encountered
here, the number of events is only slightly larger than because most of the clusters are
represented by just one ground state. In principle, if the last event is known, no further ground
states have to be processed. Since the last event is not known for systei siZzeone can
only assume that the last event has already occurred, if no new event is found for a long time,
while treating more and more statgs At each step let

/ N 6)
number of the last event beforé

The fractionQ measures the relative length of sequences, where no event occurs. For
j beyond the last even)(j) — oo. The longest sequence found before the last event,

0 = max;<iast 9(j), describes how many states are needed to find all clusters without knowing
the last event.

Using the number of runs of the genetic CEA algorithms given above, a valdéasfjer
than 4 was never observed fbr= 3. This means that one can be sure that all funnels have
been identified, if the number of ground states processed is four times larger than the number
of the state constituting the last event. Foe= 4 the largesQ found was 3 and foL. = 5
it was observed thap < 2.5 for all realizations. For larger siz&$ is not known, saQ(K)
is used instead. Assume that the last event has already occurred, then by including more and
more states into the analysi@(K) grows linearly and the confidence increases that really no
further event is to be expected. We believe that if the nunkbef ground states is more than
four times the number of the last eventih . . ., zX,i.e. Q(K) > 4, one can be quite sure that
all funnels have been found, becauge< 4 for all small sizes. Even i@ (K) = 2, it seems
very likely that no cluster has been missed, sificeeems to decrease by going to larger sizes.
ForL = 5,6 Q(K) < 4 was found for only about 8% of the realizations, apdk) < 2
only for 2% (L = 5) respectively 5% L = 6). Consequently, nearly all clusters have been
identified. Q > 4 holds for 75% of allL. = 8 realizations Q > 2 for 85%), i.e. here a small
number of funnels may have been missed for 25% of all realizations, while for the majority
of the realizations really all funnels have been detected. Only by increasing massively the
number of available ground states per realization, is a substantial improvement for the largest
size treated in this work possible.

On the other hand, if physical properties have to be evaluated, the results are very reliable
even forQ(K) ~ 2, because each cluster contributes with a weight proportional to its size.
As mentioned before, the probability that genetic CEA returns a certain ground state increases
with cluster size. Consequently, only small clusters are omitted and the result is affected only
slightly.

() =

4. Size of a cluster

Once all clusters are identified their sizes have to be obtained to calculate the entropy. A variant
of BS is used to perform this task. Starting from a sfat¢ from a clusterC, free spins are
flipped iteratively, but each spin not more than once. During the iteration additional free spins
may be generated and other spins may become fixed. When there are no more free spins left
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Figure 9. Average sizé/ of a cluster as a function of average dynamic nunifgy of free spins
(see the text) for three-dimensional spin glasses of system sizes= 3, 4, 5, where all ground
states have been obtained.VA= 209max dependence is found, indicated by a line.

the process stops. Thus, one has constructed a straight path in state space from the ground
state to the border of the funn€l The number of spins that has been flipped is denoted by
ll.ax BY averaging over several trials and several ground states of a cluster, one obtains an
average valuégax, Which is a measure for the size of the cluster.

For system sized = 3,4, 5 all ground states were available (for 100 realizations for
L = 5) and the cluster sizes are known exactly. Figure 9 displays the averagé siza
cluster as a function dfax. An exponential dependence is found, yielding

V = 2% @)

with @ = 0.90(5). The deviation from the pure exponential behaviour for the largest clusters
of each system size should be a finite-size effect.

One might think that instead of successively turning spins over, one could simply count
the static number of free spins. But it turns out that the quahtity describes the size of
a cluster better. The reason is that by flipping spins additional free spins are created and
deleted. Consider, for example, a one-dimensional chai¥ &rromagnetic coupled spins
with antiperiodic boundary conditions. Each ground state consists of two linear domains of
spins. In each domain all spins have the same orientation. For each ground state there are just
two free spins, but all ® ground states belong to the same cluster. The possibility of similar
ground-state topologies is taken into account using the definition given above.

5. Results

The data presented in the preceding sections show that earlier results [2] for three-dimensional
spin glasses are reliable, where an exponential increase of the degeneracy and the number of
ground-state funnels was found. In this section a similar analysis of the ground-state landscape
of two-dimensional systems is performed. It will be shown that qualitatively the behaviour is
the same as faf = 3.

For system sizeg = 5, 7, 10, 14, 20 large numbers of independent ground states were
calculated using genetic CEA, up to*1funs per realization were performed. Since many
runs are needed to describe the ground-state landscape as completely as possible, no runs for
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Figure 10. Numberm ¢ of ground-state clusters for two-dimensiordal spin glasses as a function
of system siz&V. The inset shows the same data using a double-logarithmic scale. Lines are guides
to the eye only.

larger systems were conducted, although it is possible to obtain true ground states easily up
to L = 50. Usually 1000 different realizations of the disorder were considered, except for
L = 20, where only 92 realizations could be treated. For the small systems/sizeS, 7

many runs plus an additional local search were performed to cal@lllgi®und states. For the
larger sized. = 10, 14, 20 the number of ground states is too large, so we restrict ourselves to
calculate at least one ground state per cluster. The probability that some clusters were missed
is higher for two dimensions than for thle= 3 case, because the ground-state degeneracy
grows faster with the system size: for small systems sizes10 it is again highly probable

that all funnels have been obtained. Eoe 14 some small funnels may have been missed for
about 30% of all realizations, while fdr = 20 this fraction rises to even 60%. This is due to

the enormous computational effort needed for the largest systems. Hoet20 realizations

a total computing time of more than 2 CPU years was consumed on a cluster of Power-PC
processors running with 80 MHz.

The ground states were grouped into clusters using the BS algorithm. The number of
states per funnel was sufficiently large, so that only with a probability of less tharsbine
configurations from a large cluster may be mistaken for belonging to different funnels. In
figure 10 the average numbes of clusters is shown as a function of the numbeof spins.

By visualizing the results in a double-logarithmic plot (see inset) one realizes dregtems

to grow faster than any power of. The larger slope in the linear—logarithmic plot for small
systems may be a finite-size effect. Additionally, foe= 20 there is a large probability that
some small funnels are missed, explaining the smaller slope there. Consequently, the data
presented here favour an exponential increasg- V).

For the small system sizes the number of ground states in each cluster could be counted
directly. For the larger sizes the variant of the BS method was used to estimate the size of each
cluster. The average siZzéof a cluster as a function @f,.x is displayed in figure 11. Similar
to the results presented in the preceding section, an exponential dependence is found, yielding
V = 2¢max with @ = 0.85(5).

By summing up all cluster sizes for each realization the ground-state degerigriacy
obtained. Here we have to be careful when using relation (7). The largest contribution to the
ground-state degeneracy comes from the biggest clusters. Because the path of the spins being
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Figure 11. Average sizé&/ of a cluster as a function of average dynamic nunifgr of free spins
(see the text) for two-dimensionalJ spin glasses of system sizés= 5, 7, where all ground
states have been obtained.VA= 208%max dependence is found, indicated by a line.
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Figure 12. Number D of ground states for two-dimensionglJ spin glasses as a function of
system size&V (with @ = 0.8). The number of states grows exponentially with the number of spins.
Lines are guides to the eye only. The inset displays the ground-state entropy per spin as a function
of L. The line shows a fit extrapolating to the infinite system which yieldg (co) = 0.078(2)kp.

flipped may span the whole system, finite-size effects occur and the biggest clusters are smaller
than the size given by (7). This is clearly visible in figure 11: please note the logarithmic scale,
i.e. the size of the largest clusters is considerably smaller thétr2. To take this effect into
account, for estimating, a slightly smaller value o = 0.8 is used, where the relation
is correct for the largest clusters. The degeneracy averaged over all realizations is shown in
figure 12 as a function V. The exponential growth is obvious.

The result for the average ground-state entropy per spin is shown in the inset of figure 12.
By fitting a function of the formsg(L) = so(c0) + a * L~ a value ofsg(oo) = 0.078(2)kp is
obtained.

The result for the entropy does not suffer from the fact that some ground-state funnels
may have been missed fbr= 14, 20: the probability for finding a cluster by applying genetic
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CEA grows with the size of the cluster [32]. This implies that the clusters which may have
been missed are relatively small, so the influence on the result is negligible. The largest source
of uncertainty is caused by the assumption that the size of a cluster grow¥/tike Phe error
of the constand enters linearly into the result of the entropy. To estimate the influence of this
approximationso was calculated using estimated cluster sizes as well for the three smallest
systems sizes, where the entropy had been obtained exactly. For both cases the results were
equal to the exact values within error bars. The final result quoted heyesi9.07835).

In [33] so &~ 0.075 was estimated by using a recursive method to obtain numerically
exact free energies up # = 18. The result oy ~ 0.07kp found in [34] is even slightly
lower. The value found by a Monte Carlo simulatigre 0.1k [35] for systems of size &0s
much larger. The deviation is presumably caused by the fact that it was not possible to obtain
true ground states for systems of that size, i.e. too many states were visited. Recent results are
more accurate: by applying the replica Monte Carlo method [36] a value-6f0.071(7) was
obtained. A transfer matrix calculation [37] resultedsgn= 0.0701(5). By using a Pfaffian
methodso = 0.0704(2) [38] respectivelyy = 0.07094) [39] was obtained. The most recent
values are smaller than the entropy found in this work. The reason may be that larger systems
could be treated (up th = 256 in [38, 39]), while here an extrapolation has been performed
with systems of sizé. < 20. At least, the valugg[L = 22] = 0.079(1) is comparable with
the value ofsg[ L = 32] = 0.078(0(8) found in [38]. Additionally, the fact that for the other
works the number of antiferromagnetic bonds fluctuates from sample to sample while it is kept
fixed here may have an influence as well. This was tested by calculating ground states for
small systemsL < 10), where each bond has a probability 0.5 of being (anti-)ferromagnetic.
In this case the entropy turned out to to 5-10% below the values found above. For large system
sizes, which are out of range for the method presented here, this effect should decrease.

The entropy found fotl = 2 is considerable higher than for the three-dimensianal
spin glass, wherg)(co) = 0.051(1)kp was obtained using the same method applied here [2].

6. Conclusion

The BS method has been presented, which allows the fast identification of very large clusters,
appearing, for example, in the calculation of the ground-state landscapé spin glasses.
Furthermore, itis possible to calculate clusters of systems when only a small fraction of all their
states is available. The method should be extendable to similar clustering problems, especially
for analysing results from simulations at finite temperature. A variant of the technique is used
to estimate the size of the clusters.

Since the BS algorithm does not guarantee finding a path in configuration space between
two ground states which belong to the same cluster, extensive numerical tests were performed.
It was shown that by increasing the number of available states, it is possible to reduce the
probability that a cluster is not identified correctly. Additionally, it is possible to estimate the
probability that small clusters are not found. Consequently, the new technique enables us to
analyse the complete funnel structure for two-dimensignakpin glasses up tb = 20 and
for three-dimensional systems upho= 8. Thus, systems exhibiting up toY@round states
can be treated efficiently.

Ford = 2 an analysis of the ground-state landscape has been presented. The number of
funnels and the ground-state degeneracy increases exponentially with the system size. The
ground-state entropy per spin was found tage- 0.0785)k. Thisis slightly higher than the
values found elsewhere. Butitshould be stressed thatthe intention of the method presented here
is to study the cluster structure of the ground states. Consequently, only systems of medium
size can be treated, which does not allow for precise results for the entropy. Nevertheless, the
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result for the entropy does not depend on the way a cluster is defined. The specific definition
given here is only a tool which allows the treatment of systems exhibiting a huge ground-state
degeneracy. Results for three-dimensional systems can be found in [2].
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